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Abstract 

The two-dimensional formulation, in the twist angle and a solvent coordinate. of the photoreaction dynamics ofp-dimethylaminobenzonitrile 
(DMABN) in solution of Fonseca et al. (J. Mol. Lt+, 40 ( 1994) 161 b is implemented with the aid of recently available vacuum quantum 
chemistry calculations and is extended to include direct dissipative frictional effects on each coordinate. Good agreement is found with recent 
experimental rate measurements for DMABN in acetonitrile, methanol and ethanol solvents. 0 1997 Elsevier Science S.A. 
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1. Introduction 

The excited electronic state photoreaction of p-dimethyl- 
aminobenzonitrile (DMABN) in solution [ 11, which led to 
the introduction of the twisted intramolecular charge transfer 
(TICT) concept [ 21, has been the object of extensive exper- 
imental and theoretical inquiry and ongoing controversy. 
(For reviews and papers with extensive reference listings, 
see Refs. [ 3-101.) Briefly, in the TICT scenario, the excited 
state DMABN photoreaction is supposed to involve a twisting 
motion in the terminal dimethylamino group to produce a 
highly polar/twisted charge transfer state, stabilized by a 
polar solvent. This scenario has also been invoked for many 
other molecules [ 2-5,8, IO]. However, it is a measure of the 
unresolved character of DMABN and related molecule pho- 
toreactions that alternative reaction mechanisms have been 
proposed [ 51, continuing to the present [ lo]. 

This contribution continues and extends earlier work by 
Fonseca et al. [ 6,7] on the DMABN photoreaction in solution 
and focuses on issues of the reaction paths and rates. Indeed, 
it is important to emphasize, especially given the significant 
and extensive gas phase experimental and theoretical work 
on this and related systems in recent years, that the DMABN 
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reaction occurs only in solution and not in vacuum, SO that 
solution rate issues must be addressed (see Ref. [ 91 for a 
recent overview from this perspective). In this paper, we 
again employ a two-dimensional perspective, involving both 
the twist coordinate and a solvent coordinate as in Refs. [ 6,7] ; 
the latter allows an account of the critical non-equilibrium 
solvation conditions relevant for the reaction, in contrast with 
the equilibrium solvation reaction field methods often 
employed. Compared with Refs. [6,7], there are three new 
features. First, we employ more recent and higher level vac- 
uum quantum chemical calculations [ 81 in order to construct 
a two valence bond (VB) state description for the solution 
problem. Second, we extend the analysis of Refs. [6,7] to 
include direct solvent dissipative frictional damping on the 
twist and solvent coordinates, features necessary to discuss 
explicitly the impact of the viscosity and the solvation time 
of the solvent on the reaction rates. By the inclusion of both 
the inertial and dissipative solvation dynamics, our approach 
goes beyond previous efforts via various overdamped solvent 
descriptions with the inertial component neglected [ 1! l-141. 
Finally, we compare our theoretical rate results with recently 
available experimental data due to Changenet et al. [ 151. 

As in Refs. [6,7], we restrict our attention to activated 
DMABN reactions, with barrier heights of approximately a 
few kilocalories per mole, such that exponential time kinetics 
are experimentally observed; these conditions are satisfied 
for the three solvents considered here, acetonitrile, methanol 
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and ethtiol, all at room temperature [ 151. The barrierless 
case (or nearly so), with non-exponential time kinetics 
[ 11,16,17], represents a different physical situation which 
should be clearly distinguished from the activated case and 
calls for a different treatment of the rate aspects. 

2. Theory and model 

We begin with a brief summary of the theoretical formu- 
lation of Ref. [6], relevant for TICT reactions. Except for 
some technical details on the cavity boundary effects, the 
non-equilibrium free energy description employed here is 
exactly the same as in our previous study. Thus we repeat 
only the formulae essential to establishing our notation and 
also to studying dissipative dynamics later on. For details, 
the reader is referred to Ref. [ 61. 

As in Refs. [ 6.71, we assume that the excited state electron 
transfer for a TICT molecule is characterized by two orthog- 
onal diabatic VB states, a locally excited (LE) state &( 0) 
and a charge transfer (CT) state tict( 0). where 8 is the twist 
angle. (For DMABN, this is the angle between the amino 
group and the phenyl ring.) The solute wavefunction is 
described as a linear combination of these two basis functions, 
with coefficients which vary with both 8 and the solvent 
polarization configuration. In this basis, the vacuum elec- 
tronic hamiltonian A0 relevant for TICT dynamics is given 
bya2X2matrix 

where pk and #!ti are the vacuum diabatic energies for the LE 
and CT states respectively and /3 is the effective electronic 
coupling between the two. With regard to the solute electric 
field, it is assumed to be that of a point dipole in either 
electronic configuration, so that 

(2) 

where p^ is the solute dipole operator and r’ is a point in the 
solvent medium with the point dipole at the origin. In Eq. (2), 
we have neglected the transition dipole moment between the 
two diabatic states. Both @ and p^ depend on 8. 

As pointed out in Refs. [ 6.71, for a typical TICT system, 
the characteristic timescale for the excited stateelectrontrans- 
fer is rn@ slower than that for the solvent electronic polar- 
izationP,,. We can $en safely invoke the Born-Oppenheimer 
approximation for Pd. so that the combined solute-solvent 
system is described by an effective hamiltonian operator & 

(3) 

where rii is a dipole vector which efficiently gauges arbitrary 
solvent orientational polarization PO, coupled to the dipolar 
solute electric field 

(4) 

and R= and I$ denote the reaction field factors associated 
with Pe, and POr respectively 

6&r-em) 1 
(5) 

in the presence of a spherical cavity of radius k~. The corre- 
sponding equilibrium reaction field factor Rq is given by 

R,=R,+R,,= 2(6-1) 1 
2q)+1 7 (6) 

where ti and ~00 are the static and optical dielectric constants 
of the solvent medium respectively. We note that, du:to the 
%xplicit account of cavity boundary effects on both P,., and 
PO, [ 181, the appropriate dipole reaction field factors appear 
in Eq. (3) ; this is to be contrasted with our previous study 
[ 6,7] where the dielectric image effects were neglected. 

Following Refs. [ 6,7,19], we introduce a scalar solvent 
coordinate s as 

sl=s&)+& (7) 
where ri;o and fit are conveniently chosen dipole vectors (see 
Eq. (ll)below).Th e e ff t ec ive hamiltonian fi then becomes 

A= ww 
[ 

-duo 
- P( @I Gct( w 1 (8) 

where the diabatic free energies in solution are 

1 
Gct( 8,s) = & e) -p&( e) 

By diagonalizing a, we can obtain two adiabatic excited 
electronic states in solution, together with their free energies 
as a function of 8 and s. In particular, the lower state defines 
the electronically adiabatic free energy surface on which 
TICT dynamics occur via the solute twist and solvent polar- 
ization fluctuation motions. The details of the adiabatic states 
and associated equilibrium solvation states are given in Refs. 
[ 6.71 and thus will not be repeated here. 

We now apply the formulation above to study the excited 
state electron transfer for DMABN. As in Refs. [ 6,7], we 
employ a semiempirical approach; to be specific, we deter- 
mine the parameters associated with the two vacuum VBs 
and the solvent by using existing ab initio quantum chemistry 
results and also experimental information on static electronic 
spectroscopy. Compared with the vacuum calculations of 
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Kato and Amatatsu [ 201) employed in Refs. [ 6,7 ] to generate 
the vacuum VB states (an LE state and a CT state) as a 
function of the twist angle 0, the more recent higher level 
complete active space self-consistent field (CASSCF) with 
multiconfigurational second-order perturbation theory 
(CASPT2) of Serrano-And&s et al. [ 81 shows qualitative 
differences, e.g. a CT curve decreasing in energy with 9, and 
we regenerate the VB curves on the basis of the latter calcu- 
lations. In the model calculations, the following vacuum dia- 
batic energies (kcal mol- *) and dipole moments (D) are 
employed (Fig. 1) 

Eo,( 6) = 13 sin* & e!(6) = - 1.5 sin* 8+ 13; 

pie, 8) = 7; CG,~( 6) = 2 sin* e+ 13 (10) 

where both the LE and CT dipoles are parallel to the DMABN 
molecular axis. Since the LE dipole moment does not change 
with 0 in our model description, we choose the following 
values for h and pl in Eq. (7) 

~0=clc,(e=O) -~le=6; c”, =~,,=7 (11) 

For the electronic coupling, we use 

p( 0) = 1.8 cos* 0+0.2 (kcal mol-‘) (12) 

which is slightly smaller than our previous value [ 6,7]. We 
regard fl as an effective coupling averaged over symmetry- 
breaking vibrations, including the amino group pyramidali- 
zation coordinate (see Ref. [ 61 for discussion). 

We also need the cavity size a for the reaction field factors 
(Eq. (52 and Eq. (6)). In the present work, we employ 
(L = 4.3 A. This v&re, together with Eq. ( 10). reproduces the 
experimentally observed approximately 2.3 kcal mol-’ red 
shift of the DMABN CT absorption band when the solvent 
is changed from n-heptane to diethyl ether [ 5,8]. 

With these parameters, we can obtain the two-dimensional 
adiabatic free energy surface Gi ( 0,s) for DMABN in a 
straightforward manner. The results in acetonitrile and metb- 
anol solvents are shown in Fig. 2. The ethanol solvent result 
is qualitatively similar and is not shown. These surfaces are 
qualitatively similar to the results of Refs. [ 6,7]. The barrier 
heights AG* and reaction tiee energies AG,, are collected 
in Table 1. 

Also shown on the surfaces of Fig. 2 are the reaction paths, 
the solution analogs [ 191 of the gas phase Fukui intrinsic 
reaction coordinate [ 291. As in Refs. [ 6,7], the reaction path 
is mainly in the twist coordinate for CH&N; due to the low 

value of the solvent frequency o, = (Gylm,) “* = 8.3 ps- 1 
(the solvent frequency is connected with inertial effects in 

161 . , . . , . , 

LE -I 

0 30 60 90 0 30 60 90 
6 8 

Fig. I. Vacuum diabatic energies (kcal mol- ’ ) (a) and dipole moments ( D) (b) for DMABN as a function of the twist angle 6 (degrees). Theii parametrization 
is couched in terms of recent CAS quantum chemistry calculations [ 81. The electronic coupling is essentially the same as in our previous study [6.7], except 
that its overalP magnitude is reduced by 0.2 kcal mol- I or less. 

(aI acetonitrile (b) methanol 

20 40 60 a0 100 0 20 40 60 a0 100 

0 8 
Fig. 2. Adiabatic free energy contour diagrams for DMABN in acetonitrile (a) and methanol (b). The free energy difference for hv~ nearby contour lines is 
0.5 kcal ml-‘. The reaction paths for excited state electron transfer ate also shown. The solvent frequencies employed in the calculations are w= 8.3 ps- ’ 
for acetonitrile and U, = 30 ps - ‘ for methanol, white the solute torsional frequency along 8 in vacuum is assumed to be 14 ps - ’ (cf. Ref. [ 211) . For both (a) 
and (b), the reaction path smoothly co~ects the reamt and product states, located near (0”. 0.14) and (90”. 1.33) respectively. 
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Table 1 
Parameters and calculated results for DMABN a 

Solvent 6 

CH$N 35.9 1.81 0.35 10 8.3 0.25 18.3 1.5 - 3.0 
CH,OH 32.7 1.77 0.60 20 30 5 18.5 1.5 -2.9 
C,HsOH 24.6 1.85 1.20 30 16 17 18.6 1.6 -2.7 

8 The units for the viscosity, frequency, time and free energy are cP, ps- ‘, ps and kcal mol- ’ respectively. 
b From Ref. [ 221 (T= 20 “C for methanol and ethanol and T= 25 “C for acetonitrile). 
c From Ref. 1231 for acetonitrile and from Refs. [24,25] for methanol. For ethanol, the frequency was determined from the methanol value a,= 30 ps- 1 
appropriately scaled by the factor 0.54, i.e. the ratio of the ethanol and methanol frequencies estimated from Ref. [ 271. 
d From Refs. [ 26-281. 

time-dependent fluorescence (TDF) in Section 3), the sol- 
vent cannot keep up in the rapid passage over the saddle point 
($) in the surface, and must extensively rearrange prior to 
this passage. On the other hand, methanol is a comparatively 
fast solvent (w, = 30 ps- ‘), and the reaction coordinate 
through the transition state region heavily involves solvent 
motion. Two points are important here. The first is that, even 
in the methanol case, where the reaction coordinate is pre- 
dominantly the solvent, there is no barrier on the two-dimen- 
sional surface alo:rg the line s = s*, i.e. the DMABN reaction 
is not like an activated outer-sphere electron transfer reaction. 
Second, the characterization of the solvents above as fast or 
slow (ethanol with o, = 16 ps - ’ is intermediate; the ethanol 
frequency is determined from the methanol value o,= 30 
ps-‘9 appropriately scaled by the factor 0.54, i.e. the ratio of 
the ethanol and methanol frequencies estimated from Ref. 
[ 271) is based on the relevant short-time, inertial character- 
istic timescales of the solvents. When viewed on a longer 
timescale, methanol and ethanol would be considered as slow 
relative to acetonitrile since the integrated solvation times for 
the former, as determined in TDF [ 26-28,301, far exceed 
that of the latter. The role of the solvation time is taken up in 
Section 3. 

Finally, although we do not present the data here, we have 
confirmed, by calculations which include variation of the 
solvent dielectric constant, the important approximately lin- 
ear trends of the activation free energy AG* with the solvent 
polarity (Pekar factor) and the reaction thermodynamics 
( AG& found in Refs. [6,7] and consistent with the exper- 
imental results of Eisenthal and coworkers [ 3 11, stressing 
again the all-important variation of the DMABN reaction 
barrier height with the static solvent polarity [ 3 1,321. 

3. Reaction rate constants 

The most common description of the reaction rate constant 
is that of equilibrium solvation, in which it is imagined that 
the solvent is equilibrated at each value of the twist angle 8. 
Then the rate constant is [ 6,7] 

(13) 

where AG* is the activation free energy on the (8,s) surface, 
the first prefactor contains the equilibrium 8 well frequency 
in the reactant (R) configuration and the ratio of the trans- 
verse solvent frequencies at R and $ is related to an entropic 
effect on the rate. 

Even in the absence of dissipative effects on the 0 and s 
motions, a two-dimensional transition state theory (TST) 
rate constant is generally less than kEs due to the lack of 
equilibrium solvation. Such a rate constant 

k =$&exp( -AG*/k,T) 
ND 2VC0\ (14) 

involving the parallel ( 11) and perpendicular ( I ) frequen- 
cies for the surface in the reactant and transition state regions 
has been derived and discussed previously [ 6,7]. 
present purposes, we simply observe that Eq. ( 14) includes 
dynamic solvation effects at the non-dissipative level, which 
in TDF dynamics will correspond to the inertial, gaussian 
initial dynamics [ 23-25,33-35)) i.e. exp( - &*/2), where 
o, is the solvent frequency. 

To such a description, we now add dissipative frictional 
effects for both the 0 and s coordinates such that, in the 
neighborhood of the saddle point, 
are 

I&r) = - G:%@(f) - GFZjs( t) 
I 

-Is, 
I 

d&,( t- T)S& T) 
0 

m,&f( t) = - GySO( t) - Gy6s( t) 

the equations of motion 

(1% 

-m, 
I 

d&(f- T)%( T) 
0 

(16) 

where S denotes the deviations of the variables from their 
transition state values, i.e. 66= 0- @ and 6s=s-s*, and 
inessential “random force” terms have been suppressed. 
Here the various surface second derivative terms (e.g. 
Gr = a*G, /as* I $ = m,a$) previously treated [ 6,7] have been 
supplemented by the two dissipative frictional terms, one for 
each coordinate, to be specified below. 
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As in other work [ 361, Eq. ( 15) and Eq. ( 16) can be 
simultaneously formally solved in Laplace transform lan- 
guage to produce an equivalent one-dimensional generalized 
Langevin equation (GLE) for the twist coordinate 

(17) 

in which u,,~ is the equilibrium barrier frequency in 0, i.e. Secondly, we adopt the simplest description for the direct 
with the solvent equilibrated to 0 friction on the solvent coordinate 

(18) 
l,,(z) = sss = &, (22) 
i.e. a frequency-independent value, where 7s is the solvation 
time available from TDF experiments [26-28,301. This 
approximation corresponds to a Langevin equation descrip- 
tion for the solvent variable & itself [33,36,40]. Various 
parameters for the calculations are collected in Table I. 

and the total time-dependent friction coefficient for the 8 
motion satisfies the Laplace transform relation 

l*(z) = jdt esa[Jt) 

in which the last contribution arises from the free energy 
surface coupling, via Gp, of the two coordinates. It is worth 
pointing out that the inverse bracket in Eq. (19) is the 
Laplace transform of the normalized time correlation function 
(TCF) of Ss( t) at the transition state and is analogous to the 
corresponding solvent dynamic functions in TDF [ 331. 

With the GLE Eq. < 17) for the twist coordinate in hand, 
the overall reaction rate constant, including dissipative fric- 
tion, can be expressed via Grote-Hynes (GH) theory [ 37 ] 
a!3 

k=Kk=; K= [K+(Y,;&(z=~,,,&] -’ 

If &, is neglected, K+ 1 and k= kEs (Eq. ( 13))) whereas if 
the frictions &,@ and l,, are neglected, k+ kND (Eq. ( 14) ), 
i.e. tc + kND/ kEs. 

As will be seen in more detail below, we only need the 
various frictions for the fairly high frequencies z comparable 
with the equilibrium barrier frequency ~b,~, so that a com- 
plete description on the longest timescales is not required. 
Accordingly, for the direct 8 coordinate friction see(t), we 
adopt a short-time gaussian description \#ia a route recently 
developed by one of us [ 351, according to which 

(21) 

where erfc is the complementary error function and the tie- 
quency Q is determined from the short-time behavior of 
the angular velocity autocorrelation function, i.e. exp[ - 
tict2/2]. It was found in ref. [ 351 that Eq. (21) reproduces 
the simulation results of &,(z) for model dipolar solutes in 
water reasonably well. For DMABN in acetonitrile and alco- 
hol solvents, we proceed as follows. According to a very 
recent molecular dynamics simulation study of model dipolar 

solutes in acetonitrile [ 38 1, d&l fi ranges from 5 to 15 ps - I. 
We thus choose J& = 10 ps - l for CHQI. Recognizing that 
&&z=O) = ( filJ>g and assuming that the integrated 
short-time friction &,( z = 0) is proportional to the solvent 
viscosity 7 [39], we find from the q data in Table 1 that 
& = 20 ps - 1 for methanol and approximately 30 ps - ’ for 
ethanol. This completely determines the direct rotational fric- 
tion needed for model calculations in all three solvents. 

The results for the reaction times T=,., = k‘ ’ for DMABN 
in CH&N, CH30H and CHsCHPOH solvents are given in 
Table 2, where it is seen that the agreement with the experi- 
mental results of Changenet et al. [ 15 ] is quite striking. 
Rather than dwell on this aspect, we prefer to use comparison 
calculations to make several general points. 

The first follows from the Kramers (K-R) theory [ 411 
entries for the rtaction times in Table 2. Here the frequency 
dependence of &, is ignored, such that the solvent dynamic 
effect on the twisting motion is described as overdamped 

(23) 

For the alcohol solvents, for which rs is large, this translates 
to an overdamped diffusive crossing of the barrier itself in 
the Kramers description and a dramatic overestimation of the 
reaction time (Table 2) due to an inappropriately predicted 
tracking by T,~ of the lengthening solvation time rs. Instead, 

Table 2 
Theoretical and experimental reaction times ab 

Solvent qXpc rd r(with TV’ 
tail) = 

%.s t ?ND 
h 

CH,CN 6 6.5 6.7 18.6 4.7 6.0 
CH&H 8 8.1 8.5 356 4.9 5.4 
C2H,0H 12 11.0 11.8 1.3x lo3 5.9 6.9 

a Units: ps- I. 
b Theoretical times are reported as the inverse of the rate constants, e.g. 
r=k-‘. 
’ From Ref. [ 151 with estimated uncertainties of f 1 ps. 
d SH results ftom Eq. (20). The corresponding reaction times with a Mar- 
kovian direct friction on 8, i.e. c&t) = J$O$(r). are 7.2.9.2 and 12.5 ps 
respectively, indicating that it is important to account for the non-Markovian 
character of &(t). 
’ With the slowly decaying friction Eq. (24) included. 
’ FromEq. (20) with &z=O). 
8 From Eq. ( 13). Comparison with T indicates the importance of non-equi- 
librium contributions. 
h From Eq. ( 14). Comparison with 7 indicates the contribution of the dis- 
sipative frictions. 
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the GH predictions, consonant with the experimental results, 
give no such tracking: the relevant dynamics for the barrier 
crossing are on the short timescale ( K%,~) -’ N %ye$ * 
50 fs and the slow salvation dynamics are irrelevant. 

It is worth making this point in another way. It is seen from 
Table 1 and Table 2 that both theoretically and experimen- 
tally the reaction time 7,, for DMABN in ethanol is shorter 
than the solvation time TV = 17 ps. This is an impossibility if 
we take the strongly overdamped solvation point of view, in 
which ~_a TV. However, the analysis above shows that the 
latter is simply an incorrect description. 

Finally, it is important for clarity to stress that the analysis 
of the direct friction &(t) in Section 2 is only reasonable 
for solvents of relatively low viscosity as in this paper. This 
friction is of a short-time “collisional” character and does 
not include a further long-lived “tail” contribution which 
would be important for high viscosity solvents, such as glyc- 
erol [ 423, and would lead to adherence to something like a 
Debye-Stokes relation &a qa3) for the direct friction 
constant for the twisting motion. (By contrast, the arguments 
used to estimate lee(t) in Section 2 invoke only a generally 
obsewed similarity between col!isional friction trends and 
the solvent viscosity for low viscosity solvents [ 391.) If such 
a collective, long-lived tail were to be present for DMABN 
reactions of barrier frequencies comparable with the present 
case (wbxs = 18 ps- I), it would not contribute to the effective 
friction on the reaction coordinate for precisely the same short 
timescale domination reasons that preclude a tracking of rs 
by 7-, and 7, would not decline proportionally with r)- I. 
TO see this clearly, we have calculated the reaction time with 
a slowly decaying, long-time tail component [!$ 

[E(t) = A exp[ - t/qJ (24) 

added to the gaussian friction in Eq. (21). In the numerical 
calculations, we have used 

25 & 
7A = 1 ps; A (in ps-*) =- 

4 &( in CH3CN) (25) 

so that the tail contribution increases with s1, and thus with 
Q. It should be noted that with Eq. (21) and Eq. (24), the 
latter accounts for Fore than 50% of the total integrated direct 
rotational friction &( 2 = 0). Despite this, comparison of the 
7results in Table 2 with and without lg included shows that 
the low-frequency slowly varying friction does not play any 
significant role in the reaction; the barrier crossing character- 
ized by the timescale %I,& is too fast for lki to participate. 
This insensitivity [ 311 is important; a lack of a significant 
viscosity effect for the rate is not [9] an indication of the 
absence of large-amplitude twisting motion. 

4. conc!lusions 

In this contribution, we have shown that the implementa- 
tion of the theoretical framework of Fonseca et al. [6,7], 
together with the ab initio quantum chemistry results of Ser- 

rano-And& et al. [ 81 and extension to include direct Eric- 
tional damping on the twist and solvent coordinates, gives 
rate constants for the DMABN photoreaction in good agree- 
ment with the recent experimental results of Changenet et al. 
[ 151 in acetonitrile, methanol and ethanol solvents. A fuller 
account of this work and application to the remaining solvents 
employed in Ref. [ 151 will be given elsewhere. 
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